
The University of Sydney Page 1

Lightning Talks 1

Wednesday 12th November



The University of Sydney Page 2

Rethinking Assessment 

with AI

Chair: Dr Benjamin Lay

Lecturer, Discipline of Accounting, 

Governance and Regulation

The University of Sydney Business School

Lightning Talks 1



The University of Sydney Page 3

Lightning Talk 1

Pinpoint Referencing as a Defense Against AI -

Generated Vagueness

Associate Professor David Chaikin

Dr Fei Gao



Pinpoint Referencing 
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AI-Generated 
Vagueness

A/PROF DAVID CHAIKIN

DR FEI GAO

DISCIPLINE OF ACCOUNTING, 
GOVERNANCE AND REGULATION



Students use smooth language produced by Gen AI as a substitute for their 
own critical thinking.

Gen AI “creates” references that do not exist and makes statements that are 
misleading.

THE CHALLENGE BY USING GEN AI



AGLC4, e.g.,
David Chaikin ‘Past Promises and Future Directions: Anti-Money Laundering 

Regulation and the Legal Profession’, UNSW Law Journal (2025) 48(1), 
237-277, at 260.

APA or Harvard styles, e.g.,
(Chaikin, 2025, p. 260)

POTENTIAL  SOLUTION – PINPOINT REFERENCING



Improved student learning about Gen AI.

Fewer fabricated references or unverifiable sources in student assessment 
submissions.

Fewer academic integrity concerns raised by markers.

Stronger analytical explanations supported by precise evidence.

OUTCOME (EFFECTIVENESS, EFF ICIENCY, AND ETHICS)



The University of Sydney Page 8

Lightning Talk 2
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Can Generative AI 

Simulate Finance Exams? 

Rethinking Assessment in 

the Generative Era

Presented by

Wei Cui (Finance Discipline) 

Vycke Wu (Finance Discipline) 

University of Sydney Business School
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Research Design 

Objectives:

• Student lens: How can AI be used as a learning assistant to generate accurate, 
diverse practice questions?

• Educator lens: What does this reveal about how we design exams and where tacit 
signals exist?

Scope:

• Platforms: Copilot 

• Course: FINC5090 Finance in the Global Economy 

–  Elective postgraduate course with around 800 enrolments from 2021 to 2023. 
Assessments include a mid-term exam, a group assignment and a final exam

• Materials: slides, tutorials, practice exams, reading guides, past exams
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Experiments

Experiment 1: Varying prompts

• Changed role framing, constraints, Bloom levels

• Kept materials fixed (slides + tutorails) 

Experiment 2: Varying materials

• Expanded from slides → tutorials → exams → feedback

• Used best-performing prompt
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Key Findings

• AI could reproduce surface structure of exams (formats, terminology).

✓ Mostly single-step definitions or plug-and-play logic.  

• Struggled with conceptual depth and tacit reasoning steps.

✓ Some questions deviate from the learning objectives. 

✓ Limited contextual information is provided.

✓ Lacking multi-step reasoning/figure reading

• Quality improved with more context, but diversity dropped.

• Bloom’s taxonomy cues improved question balance.
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Reflection and Implications

• Rethink how we design transparent, authentic assessments in the AI era.

• Focus on judgment, interpretation, and ethical reasoning — areas AI 
struggles with.

• Use AI as a pedagogical mirror, not just a tool.
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Enhancing the Student Experience and Learning 

Outcomes through Excel-Based Cost Allocation 

Methods

Dr Paul Blayney

Dr Vijaya Murthy
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Thank you!

Vote - People's choice 

award

Lightning Talks 1
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